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Pavlovian threat conditioning is a funda-
mental process of how we learn about
threats. However, learning from first-
hand exposure to danger inevitably in-
volves a risk of harm and is largely limited
to detecting known (or similar) threats.

To predict and detect novel threats,
Pavlovian threat memory needs to be
complemented by other learning sys-
tems that operate mainly in safety and
represent threats and the structure of
our environment in rapid episodic mem-
ory, relational (map-like) memory, and
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Learning about threats is crucial for survival and fundamentally rests upon
Pavlovian conditioning. However, Pavlovian threat learning is largely limited
to detecting known (or similar) threats and involves first-hand exposure to dan-
ger, which inevitably poses a risk of harm. We discuss how individuals leverage
a rich repertoire of mnemonic processes that operate largely in safety and sig-
nificantly expand our ability to recognize danger beyond Pavlovian threat asso-
ciations. These processes result in complementary memories – acquired
individually or through social interactions – that represent potential threats
and the relational structure of our environment. The interplay between these
memories allows danger to be inferred rather than directly learned, thereby
flexibly protecting us from potential harm in novel situations despite minimal
prior aversive experience.
conceptual knowledge.

Complementary memories of threats
and the structure of our environment
may also result from communication
with and observation of others, which
largely spares exposure to danger.

Building knowledge about the world be-
yond first-hand Pavlovian threat condi-
tioning allows danger to be inferred
rather than learned, which crucially mini-
mizes the risk of harm to the organism.
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Learning to protect from danger without risk of harm?
Individuals minimize the risk of harm by exhibiting a variety of defensive behaviors (see
Glossary) tailored to the recognized imminence of danger [1,2]. Proximal threats elicit fixed
behavioral responses that prepare us to cope with impending harm (e.g., freezing to a sudden
appearance of a dangerous dog). More remote but foreseeable threats, on the other hand,
can be surmounted by flexible actions taken when we are in relative safety (e.g., avoiding
parks where people walk their dogs without a leash). Although such defensive behaviors are
generally adaptive, overly strong defensive behaviors, accompanied by an exaggerated fear
response, are maladaptive and may contribute to mental disorders characterized by aberrant
evaluations of risk [3]. Thus, accurate recognition of danger (i.e., assessing the risk of harm
given the current and prospective state of our environment) is crucial for regulating defensive
behaviors.

How do individuals learn to recognize that they are in danger? Past life-threatening situations pro-
vide useful information about what poses a risk of harm beyond innate threats [1]. For example,
you may have learned from a dog attack during a picnic in a park that the sight of this dog entails
risk. Learning about threats from first-hand aversive experiences is well described by associative
mechanisms of Pavlovian threat conditioning [4]. The experience of an unexpected noxious
outcome in relation to a biologically neutral cue creates a long-lasting threat memory. Subsequent
detection of this cue reactivates the cognitive representation of the threat and mobilizes con-
served neuronal circuits in the amygdala and downstream pathways to the brainstem that control
defensive responses (e.g., freezing) and aim to prepare for the anticipated imminent harm [5]. Al-
though being a fundamental learning mechanism, the acquisition of Pavlovian threat memory is
risky and has a limited scope. It is risky because first-hand exposure to dangerous events may
be harmful, if not deadly. Moreover, Pavlovian threat memory is limited to detecting already
known (or similar) threats, and fails to guide our defense when such cues are not immediately per-
ceivable but the possibility of harm, even if remote, still exists (e.g., a dog might be hiding).
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Glossary
Cognitive map: originally conceived as
an allocentric representation of the
relative spatial locations (and objects) in
a Euclidean space, it was later treated
more broadly as a complex
representation of contingencies
between multiple stimuli or events (not
necessarily tied to physical space) that
constitute an internal (episodic-like)
model of the environment (or a cognitive
task) and thereby guide our
expectations about the immediate and
distant future.
Cognitive (conceptual) space: a
representation of conceptual knowledge
where its entities are organized by their
relative positions on multiple dimensions
of abstract feature values such that
similar items are located nearby (e.g., an
elephant and a bulldozer, considering
weight). Projecting novel stimuli to a
particular region in a cognitive space
allows infer their properties (also
consequences) to be rapidly inferred
from a representative exemplar.
Therefore, Pavlovian memories alone are insufficient to fully explain how individuals predict re-
mote threats and detect proximal threats in future situations.

Accumulating evidence shows that Pavlovian threat learning may shape the organization of epi-
sodic memory [6–8], and that motivationally significant events change the cognitive underpin-
nings of goal-directed behavior [9,10]. Based on these recent advances, we discuss here how
episodic memory, relational memory, and conceptual knowledge allow an organism to infer dan-
ger with minimal aversive experience. These memory processes may capitalize on, but signifi-
cantly expand, our ability to recognize danger beyond Pavlovian associations. Importantly, the
processes relevant for subsequent threat prediction and detection differ in the extent to which
they involve prior exposure to danger (Figure 1). First-hand threat conditioning and accompanied
episodic memories inevitably entail aversive consequences, but substantial knowledge about the
relational structure of our environment whereby one cue is informative about the other
(e.g., representing a kennel in relation to a dog) is acquired during safety. Moreover, learning
about threats through social interactions (e.g., observing another person being bitten by a dog)
builds upon minimal prior first-hand aversive experiences but significantly extends our threat
representations without risk of harm. Together, the interaction between these learning and mem-
ory processes allows danger to be inferred rather than explicitly learned, which crucially expands
our ability to protect against potential harm (Figure 2). In particular, the interaction of Pavlovian
learning with episodic relational memory and conceptual knowledge may facilitate defensive be-
havior by allowing the prediction and detection of novel threats and by mobilizing defensive
TrendsTrends inin CognitiveCognitive SciencesSciences

Figure 1. Learning and memory processes operating at different levels of exposure to danger. The degree of
exposure to danger varies from actual harm to its absence (complete safety). Pavlovian first-hand threat conditioning
inevitably involves harm (e.g., being bitten by a dog; left-hand side of the figure) and is embedded in an individual episodic
memory of the aversive event that entails incidental and harm-predictive cues (e.g., being bitten by a dog during a picnic in
a park) related to one another (black arrows). Nevertheless, other processes operate during safety (right-hand side of the fig-
ure), such as episodic memories of neutral events (e.g., daily commute to work through a park) and the relationships between
neutral cues encoded across episodes, that create a map-like structure of our memories (e.g., meeting various people in a
park) as well as conceptual knowledge of how similar the objects around us are despite their minimal physical resemblance
(e.g., various picnic tables in a park). Moreover, some knowledge does not require any first-hand experience and can be ac-
quired from interactions with others through social communication (e.g., instructions to avoid a dog) or observations
(e.g., seeing another person being bitten by a dog; middle part of the figure). These processes ultimately result in knowledge
about what constitutes a threat (e.g., the first-hand and observational threat learning) and the relational structure of our en-
vironment – how one mnemonic element is informative about the other (e.g., episodic map-like and conceptual knowledge).
Icons designed by Freepik, Tempo_doloe, Triangle Squad, Victoruler from Flaticon.com.
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Defensive behavior: a class of innate
and acquired behavioral outputs
(accompanied by physiological changes)
comprising reactions and goal-oriented
actions that aim to survive (or avoid) a
direct (or forecasted) exposure to
harmful consequences.
Event model: a spatiotemporal
representation of a specific event type
(e.g., a picnic in a park) that includes
entities such as people, objects, and
places, as well as the relationships
between them, that is used to
comprehend a currently unfolding
situation and form accurate predictions
about upcoming sensory information.
Fear response: a behavioral response
accompanied by physiological changes
and subjective feelings induced by a
harm-predictive cue.
Latent (hidden) state of the
environment: an unobservable, and
therefore inferred, state of the
environment that is believed to generate
sensory observations.
Pavlovian threat conditioning: a
fundamental learning process (and an
experimental procedure) by which
individuals learn to associate a
biologically neutral cue (e.g., a tone
serving as a conditioned stimulus, CS)
with an intrinsically noxious outcome
(e.g., an electric shock that serves as an
unconditioned stimulus, US) owing to its
predictive value.
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Figure 2. Inferring danger from multiple learning and memory processes. These cognitive processes operate at
different levels of prior exposure to danger (Figure 1) and can be jointly deployed to infer current danger. First-hand
experiences and social interactions result in knowledge describing the relational (predictive) structure of our environment,
in other words how one cue is informative about another (black arrows between mnemonic elements). Such relational
knowledge together with Pavlovian threat memories and episodic memories of aversive events can be used to infer the
risk of remote or immediate harm in future situations by enabling the prediction and detection of novel threats,
respectively. For example, individuals can comprehend the new situation by reusing an existing 'event model' of an
aversive episode (being bitten by a dog during a picnic). They can also use their 'cognitive maps' built across neutral and
aversive episodes to infer risk from cues that were never experienced in an aversive context, such as seeing a neighbor
with a dog (red and green ellipses indicate elements acquired during aversive experience and safety, respectively). Finally,
individuals can infer the properties and consequences of novel stimuli based on their similarity to familiar cues quantified
by their representational distance in 'cognitive space' (a new vs dangerous dog). Importantly, social interactions with
others (seeing another person being bitten by a dog) can replace first-hand exposure to danger and result in a similar
representation of threats, and thus also aid the inference process. Icons designed by Freepik, Tempo_doloe, Triangle
Squad, Victoruler, Icongeek26, alfanz, Smashicons from Flaticon.com.
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Relational (map-like) memory: a
memory representation that relates
elements of an experience to one
another (in spatial and temporal context).
Separate event memories can be linked
together via their shared elements to
create a map-like structure across
individual episodes, which in turn
enables its flexible recombination and
inferences of novel information.
Sensory pre-conditioning: learning a
(predictive) association between two
initially neutral stimuli where the latter
subsequently acquires a Pavlovian
association and can be mobilized by the
former to generate an outcome
appropriate response.
Social observational threat learning:
a social learning process which entails
an observation of a demonstrator who is
responding to an aversive outcome. This
response is detected by the observer (as
a social US) and is predictable by a
neutral cue (social CS).
Threat: a harm-predictive cue that is
either innate (e.g., the sight of a predator)
or acquired through Pavlovian
conditioning (or inferred as such) that
can elicit (innate) defensive responses
(e.g., passive avoidance) and emit
learned actions (e.g., active avoidance).
behaviors before the actual threat is present (e.g., avoidance of events anticipated to be
dangerous), thereby directly reducing the risk of harm.

In the first part of this paper we discuss how individualsmay successfully protect themselves from
potential harm in future situations by using complementary memories of minimal first-hand aver-
sive experience combined with pre-existing knowledge about the relational structure of our envi-
ronment formed during safety. Specifically, we illustrate the role of enriched episodic memories of
aversive experiences, map-like knowledge built across neutral and aversive learning episodes,
and abstract representations extracted from repeated exposures to environmental regularities,
which all reflect the relational structure of our environment derived from experiences that gradually
progress from being idiosyncratic to more generic. In the second part we briefly portray social
learning through communication with and observation of others to illustrate how prior minimal
first-hand aversive experience can be capitalized upon to expand our cognitive representations
of threats without risk of harm. Throughout, we discuss recent findings on how we encode, re-
trieve, and combine episodic memories, how we judge the similarity of objects around us, and
how we learn from social interactions. Although these cognitive phenomena may engage distinct
neuronal substrates and computations, as well as resulting in qualitatively different outputs
(e.g., memory recognition, physiological changes, behavioral actions), they all contribute to
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http://Flaticon.com
CellPress logo


Trends in Cognitive Sciences
how individuals protect themselves from danger. Together, our perspective aims to stimulate re-
search on how (first-hand and social) mnemonic processes that operate on a continuum from
danger to safety enable individuals to flexibly regulate their defensive behavior despite minimal
past aversive experience.

Representing the structure of aversive experiences in episodic memory
Our memories facilitate the understanding of current and future situations [11]. To rapidly estab-
lish a situational model of ongoing events, individuals constantly infer whether the current sensory
observations are generated by known experiences or whether they are entirely new and deserve
a separate place in memory [12]. Novel, unexpected, and biologically significant events become
units of their own in episodic memory, whereas common experiences are grouped [13]. Although
mundane memories transform from detailed to more gist-like representations over time and rep-
etition [14–16], emotionally highly arousing experiences may remain specific and vivid [17,18]. As
a result, suchmemories may be protected from competingmemories because new contradictory
experiences appear so distinct that they are believed to be caused by a new latent (hidden)
state of the environment [7,19], rendering aversive memories difficult to modify but adaptive
for assessing future risk according to a 'better-safe-than-sorry' strategy. For instance, having
been attacked by an aggressive dog in a park, encountering a friendly dog on a leash being
walked by a familiar neighbor may not change the representation of the prior aversive event be-
cause the current neutral experience is attributed to a separate state of the environment (i.e., a
friendly dog on a leash and its familiar owner). Thus, previous exposure to dangerous situations
can result in a dedicated event model of aversive experiences, which includes entities such as
people, objects, places, and the relationships between them. The content and structure of
these event models organize our memory, facilitate comprehension of ongoing situations, and
allow predictions about future sensory observations [11,12,20,21]. These features of event cog-
nitionmay facilitate prediction and detection of (novel) threats because event models contain both
mnemonic elements and their spatiotemporal relationships that can later be utilized to form accu-
rate predictions about upcoming potential harm.

To effectively infer risk, relevant memories must be easily accessible and long-lasting. Memories of
emotionally laden events are prone to neural reactivation even by inherently neutral retrieval cues
[22,23]. Episodic memories of aversive events exhibit slow forgetting [24] and are prioritized for
their maintenance through increased noradrenergic arousal and a cascade of neuromodulatory
changes integrated in the amygdala to modulate mnemonic processes in the hippocampus
[25,26]. Fine-grained investigations into the interplay between amygdala-based threat conditioning
and hippocampus-based episodic memory recently became possible by incorporating trial-unique
(i.e., non-repeating) images of two semantic categories, whereby one remains neutral and the other
becomes associated with an aversive outcome [6]. This paradigm revealed that items belonging to
the category predictive of the aversive outcome are prioritized in episodic memory [27,28], which
involves amygdala activity during encoding [29] and spontaneous post-encoding reactivation of
neocortical representations coordinated by the hippocampus [30]. Importantly, the formation of
long-lasting memory of what constitutes threat is also established through the surprise elicited
by the presence or absence of the aversive outcome [8,31], suggesting that we form memories
particularly when our current models of the environment are insufficient or incomplete. Further,
harmful events are usually accompanied by incidental cues in a shared spatiotemporal context.

Studies that tested episodic memory for complex emotional (stressful) real-life episodes com-
posed of inherently neutral elements encountered in a sequence showed that, if these elements
were informative about the stressor, they were prioritized in memory [32–34]. Only those ele-
ments that were entirely uninformative about the stressor exhibited reduced memory, in line
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with studies suggesting a detrimental influence of emotion on associative memory [35]. We fur-
ther note that, even if emotion reduces memory of some elements, this is typically a relative de-
crease and not a complete absence, and even the relatively reduced memory could contribute
to event models useful for the prediction of danger. However, the preferential storage of central
elements of an emotional episode indicates that information that is incidental but considered rel-
evant for survival is prioritized in long-term episodic memory. Other studies revealed that memory
prioritization of sequentially presented items is graded, reflecting their (spatio)temporal proximity
to the biologically significant outcome [36]. Likewise, retrieval of episodic elements recapitulates
their sequential presentation (i.e., neural replay) [37]. To create a shared context between the
emotional and subsequent neutral information, arousal induced by emotionally relevant material
can linger for minutes and generate a prolonged state of increased amygdala–hippocampal net-
work activity that enhances episodic memory for neutral information [38]. More broadly, dynamic
fluctuations in pupil-linked arousal tracking of salient environmental changes may reflect shifts in
the internal context that either links neural representations of adjacent events or separates them
into distinct episodes in memory [39]. Therefore, spatiotemporal context embedding of sequen-
tially encoded episodic elements may provide a mnemonic structure to aversive experiences that
allows the past to be rewound and simulate the future to guide our defensive behavior. In line with
this view, emotion enhances memory of the location and temporal context of an event [40–44].
Moreover, recent evidence shows that neutral events encoded in the context of an emotionally
arousing encounter are better remembered than those encoded in a neutral context, and can be-
come part of an event model that is useful to subsequently predict a threat encounter [35,45].

Together, these findings reveal that the structure of aversive experiences, such as being bitten by
a dog during a picnic in a park, is reflected in the structure of our memories. Episodic memories of
aversive experiences contain the source of harm that enables threat detection (e.g., a dog), inci-
dental cues encoded in the shared context that can act as additional warning signals (e.g., a tasty
sandwich that may unintentionally bait a dog), and their spatiotemporal relationships describing
the trajectory of how potentially dangerous situations unfold (e.g., the smell of the sandwich,
the sight of the dog, and the attack).

Expanding episodic models of danger with pre-existing relational memories
Episodic memories of aversive events help us to rapidly create models of our environment. How-
ever, the full environmental structure is rarely present in a single episode. Instead, memories of
related experiences collected across time and space, usually during safety, must be combined
to form a complex network of relationships among people, objects, and places such that recog-
nition of one informs about the other [46,47].

Many daily experiences occurring in safety comprise inherently neutral objects, but the relation-
ships between them may later be useful for our defense. Sensory pre-conditioning [48] illus-
trates that separate memories of predictive relationships encoded first in a safe and then an
aversive context can be combined through an overlapping element despite their dependence
on distinct brain regions [49]. Using the relationships from both experiences, the risk of harm
can be inferred from the cues previously encountered only in a safe context because they provide
information about the potential presence of a known but so far undetected, threat. For example,
by repeatedly seeing neighbors buying dog food, we may learn that they own a dog, and we may
infer the next time we meet them that their dog is present somewhere in the vicinity. Linking sep-
arately acquired experiences can occur through offline hippocampal memory replay [50,51],
which allows knowledge to be built independently from veridical experience. Combining memo-
ries offline may be particularly prominent when these are foreseen as relevant for future behavior
because post-encoding neural reactivation of memories tends to be enhanced for emotionally
Trends in Cognitive Sciences, Month 2023, Vol. xx, No. xx 5
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salient experiences [52]. Building networks of relational memories across multiple episodes not
only expands our initial memories but also allows us to flexibly extract novel information [53].
The ability to assess risk based on the inference of unobserved links between entities in our en-
vironment crucially expands our defense beyond threat detection because it allows potential
harm to be foreshadowed before the threat is actually present.

Although aversive memories generally reflect rare events, we constantly form memories of rela-
tionships between neutral cues as we navigate the world around us during safety. These so-
called cognitive maps [54], supported by the hippocampal–entorhinal system [55], are thought
to represent not only spatial relationships between locations in physical space but also non-
spatial predictive relationships that encode immediate (adjacent) and multistep (long-range) tran-
sitions between states of our environment [56]. Predictive episodic-like relationships organized
in a map-like format describe what is likely to occur in the near as well as distant future, which
vastly supports planning over different timescales [57]. Equipped with such predictive maps
acquired during safety and first-hand threat memories, individuals can later plan how to mini-
mize exposure to danger before a threat is near – when a threat is absent but can already be
predicted from the current or prospective state of the environment. Indeed, decisions to
avoid a threat encounter (e.g., by rejecting an invitation to a house party by a neighbor who
owns a dog) and thereby harm can be made ahead of time through mental simulations
which reactivate neural representations of the trajectory to a distant goal coordinated by the
hippocampus and medial prefrontal cortex [58,59]. Moreover, we can make accurate avoid-
ance decisions even when simulated state transitions have never led to aversive outcomes be-
fore but signal this possibility based on their relationships with other previously experienced
consequences [59,60]. Finally, the structure of cognitive maps might be adapted by biologically
significant events to better support goal-oriented behavior. For example, deformations of spa-
tial maps were observed in the rat medial entorhinal cortex in response to learning new hidden
reward locations [9,10].

Together, relational map-like memories, built across multiple episodes and acting together
with Pavlovian threat memories, significantly expand our defensive capabilities because cues
that were never experienced in an aversive context can support risk assessment and planning
to avoid threats and ultimately harm. Because memories of aversive events are typically stronger
than those of mundane events, and key elements of an emotional episode appear to be prioritized
in memory, it is tempting to speculate that cognitive maps might be geared towards predicting
threat over and above motivationally neutral information. Direct support for this idea, however,
is still lacking. Although we assume that cognitive maps facilitate the initiation of defensive behav-
iors before threat is present (e.g., avoidance of events anticipated to be dangerous), recent evi-
dence suggests that, under acute threat, the use of cognitive maps and flexible navigation may
be impaired [61].

Transferring episodic and relational models of danger to novel situations
Although relational memories collected across multiple episodes expand our models of the envi-
ronment, they comprise already known events. However, a key challenge is to infer danger in cir-
cumstances we have never encountered before. For example, would an outdoor barbecue entail
any risk for someone previously bitten by a dog during a picnic? To transfer pre-existing knowl-
edge to novel situations and judge whether a novel stimulus may lead to familiar consequences
even when it bears minimal physical resemblance to the past, we must infer that the new sensory
input is generated by the latent state of the environment stored in our memory [62,112,113], a
process which relies on the orbitofrontal cortex [63]. To perform such inference, and thereby
transfer our memories to novel situations, individuals may spontaneously leverage their
6 Trends in Cognitive Sciences, Month 2023, Vol. xx, No. xx
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conceptual knowledge that is abstracted from individual experience but represents stable
relationships among objects according to their multi-feature similarity [64].

Given the complex nature of the objects we encounter every day, similarity can be assessed at
many levels. Stimuli that perceptually approximate to known threats via unimodal features
(e.g., the size of a dog) can reactivate neural correlates of Pavlovian memories and mobilize de-
fensive behavior [65,66]. However, generalization based on simple perceptual features is not eas-
ily applicable to real-world objects that are composed of numerous properties (e.g., size, breed,
or facial expression of a dog). The multidimensional structure of our mental representations [64]
makes objects appear similar in one dimension but dissimilar in another.

To reduce such complexity and facilitate similarity judgments, individuals direct their attention to
only a few dimensions and actively search for the features that are most relevant to current goals
[67]. For example, when evaluating risk, participant gaze patterns became biased towards those
features that were most predictive of the aversive outcome in the past [68]. Selective attention
projects our rich conceptual knowledge into a low-dimensional cognitive (conceptual)
space where similar stimuli are located nearby, and their similarity can be easily computed
using a distance metric [69,70]. The distance metric operating in cognitive space is thought to
be supported by the processes we typically recruit when navigating through physical environ-
ments [69,71]. For instance, the distance between real-world locations and between stimuli in
a conceptual space are both encoded by the hippocampus [72,73], and the way we navigate
through either space engages the entorhinal cortex [74,75]. Establishing the proximity of stimuli
in the low-dimensional representation allows adaptive generalization because stimuli located
nearby in a cognitive space can be inferred to be generated by the same latent cause and there-
fore bear the same properties [70,76]. All knowledge about a known threat (e.g., a dog) and other
cues predictive thereof (e.g., a park) can then be transferred to novel stimuli that are considered to
be functionally equivalent, thus leading to consequences similar to those we experienced in the
past. If the similarity of stimuli encountered in different events is perceived to be high, these events
as a whole may be represented as more similar.

Because relational episodic-like networks are only concerned with already known entities, knowl-
edge transfer based on similarity judgment in cognitive spaces goes far beyond associative infer-
ences. Using cognitive spaces during inference may allow precise estimations of the level of
expected harm even in situations we encounter for the first time [77,78]. For example, after
being bitten by a dog during a picnic, an individual may form predictions about potential harm
when going to another outdoor social event and seeing novel but similar objects such as a blan-
ket, grocery basket, and a dog running around (Figure 2). Notably, emotion has been shown to
result in enhanced memory for item details, and this may facilitate the precision of similarity judg-
ments for stimuli encoded under emotional arousal [79,80].

Taken together, goal-oriented and selective attention allows us to reduce the complexity of our
mental representations into a low-dimensional cognitive space to ease the similarity estimates be-
tween what we learned in the past and what we observe now. In turn, our existing models of the
environment with their relational structure can be reused whenever needed to predict and detect
novel threats.

Inferring danger from the aversive experiences of others
Although learning from first-hand aversive experience allows us to adapt to the environment, it en-
tails harmful exposure to danger. By contrast, social learning – broadly defined as learning from or
in interaction with others [81,82] – builds upon the minimal prior first-hand aversive experiences
Trends in Cognitive Sciences, Month 2023, Vol. xx, No. xx 7
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Box 1. First-hand and observational threat learning in the brain

First-hand and observational threat learning involve a common neural network (Figure I). Experiments in non-human ani-
mals revealed that dorsal anterior cingulate cortex (dACC) and the amygdala (AMY) – two regions that are key for learning
about threats from first-hand aversive experiences [1,4] – encode threat-relevant information to learn via observation the
responses of others [105,106]. This overlap in the dACC and AMY, together with the anterior insula (AI), secondary so-
matosensory cortices, and midbrain periaqueductal gray (PAG), in first-hand and observed threats is furthermore implica-
ted by research in humans [87,107]. The involvement of common brain regions suggests that both ways of learning may
share similar neurocomputational mechanisms. However, there are differences between observational and first-hand
threat learning that relate to information flow within these shared networks: electrophysiological and functional MRI con-
nectivity analyses indicate that socially derived information (e.g., distress of a demonstrator) is preferentially transferred
from cortical (ACC or AI) to subcortical regions (AMY) to mediate associative memory formation during observational threat
learning. First-hand threat learning underlies a relay from the AMY to higher cortical areas to transfer the motivational threat
value [87,105], in addition to projections from the ACC to AMY which allow processing of inferences about future threats
[108].

Hence, each direction of these bidirectional ACC–AMY projections modifies different aspects of the information process-
ing (social information and threat inferences vs motivational threat value) to shape threat learning. This would support the
idea that inferences about future threats from minimal first-hand experience and social interactions are mediated within
similar neural networks. It further aligns with recent research suggesting that previously made first-hand threat memories
in the hippocampus (and the basolateral AMY in mice or AI in humans) are reactivated by observational learning [90–92]. It
would be interesting to unravel how these shared brain processes are related to circuits that are associatedwith the integration of
socially relevant information and are active during observational learning, such as the superior temporal sulcus (STS) and
temporoparietal junction (TPJ) [87]. It will further be important to understand how forebrain representations of threats in observa-
tional learning are integrated into sensory pathways of first-hand processing because observational threats are processed in the
spinal cord [109] and via endogenous opioids, which are key to defending against first-hand nociception [110,111]. Together,
these overlapping and interacting neural processes enable social information to initiate, adapt, and broaden our knowledge about
threats, including those that we acquired through first-hand exposure to danger.

Network involved in 

rst-hand threat learning
observational threat learning

PAG

AMY

ACC

AI
TPJ/STS
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Figure I. Brain networks involved in first-hand and observational learning about threats. Arrows indicate
information flow within the networks of first-hand (red) and observational (blue) threat learning. Background image
created with BioRender.com.
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Outstanding questions
How is threat-related information from
multiple sources – based on one’s
own experiences or the experiences
of others – integrated? Do we weight
personal and social source of informa-
tion equally, and how is this process
implemented in the brain?

How do we deal with discrepant
information about danger from multiple
sources? Under which conditions do
we modify or separate our own
experiences from what we have learned
from others?

How do different knowledge structures
(event models, cognitive maps, and
cognitive spaces) support the inference
about the level of perceived risk and the
anticipated type of aversive outcome?
Do we always know what exactly we
are afraid of (e.g., if I go there again,
something bad might happen)?

How do episodic memories of
dangerous situations differ in their
relational structure from mundane
memories? Is the relational structure
of aversive memories distorted
towards the highly arousing event?
How does it affect sequential retrieval
and corresponding predictions about
inferred upcoming observations?

How and when do we integrate
experiences acquired in safe and
aversive contexts? How easily can the
integrated knowledge be updated to
track changes in environmental
contingencies that can be altered
when new elements are introduced,
and old ones are removed?

Do aversive experiences modify our
cognitive (conceptual) space of
representations that were acquired
during safety? If so, how and
through which cognitive and
neuronal mechanisms?

How rapidly can the prediction of
foreseeable and detection of perceptible
threats adapt to entirely novel
situations? What circumstances initiate
or hamper the inferences about novel
threats, and how rapidly are they
updated when new information comes
in?

How does the inference of remote and
immediate harm (threat prediction and
but expands our knowledge of what poses a threat without risk of harm. Social communication
and observational learning about threats rely on neural processes that are engaged in first-
hand aversive learning (Box 1), and thereby may result in comparable cognitive and neural
representations of threats that can equally well guide our defensive behavior. Moreover, socially
acquired threats may act together with other first-hand memories acquired during safety, such
as episodic models of neutral events, map-like episodic memories, and conceptual knowledge.
Together, social learning crucially expands our knowledge of threats which may interact with
the processes described in the preceding text to aid inference of risk in novel situations (Figure 2).

Knowledge of what poses a threat can be rapidly transmitted through verbal instructions. Threat-
related instructions in human experiments are a primary example of how verbal information about
the relationships between cues (or contexts) and aversive outcomes elicit defensive responses
(i.e., physiological arousal) even though such environmental contingencies were never self-
experienced [83,84]. Further, contingencies of self-experienced aversive outcomes can be quickly
modified by social instructions that update threat-related neural processing, for example in the dorso-
lateral prefrontal cortex but not in the amygdala [85,86]. These findings show that social communica-
tionmay allow the formation of threat-related knowledgewithout the experience of aversive outcomes.

Threat-related information can also be transmitted through the expressions and actions of others
that are merely observed (social observational threat learning). Registering a conspecific re-
ceiving a painful electric shock in relation to an inherently neutral stimulus engages brain networks
of threat processing and forms threat memories which lead to changes in physiology (e.g., skin
conductance response), behavior (e.g., freezing), and action tendencies (e.g., avoidance) compa-
rable to first-hand aversive learning [84,87–89]. Learning about threats from observation of the re-
sponses of others to aversive events is facilitated by prior first-hand aversive experience [90,91].
The reactions of others to threats reinstate prior first-hand threat memories in the observer [92]
and reactivate so-called memory engram cells in the amygdala that allow the coupling of sensory
observations with threat value but without self-experienced aversive consequences [90,91].
These findings suggest that observational learning capitalizes upon the minimal first-hand aversive
experiences by interacting with and extending existing threat-related representations.

Observational learning transmits information not only about specific objects but also about time-
extended actions that require multistep cognitive representations of the environment. For exam-
ple, spatial trajectories of a running conspecific in amaze are replayed by hippocampal place cells
in the observer [93], which indicates a remote formation of a cognitive map that can later be used for
planning routes when pursuing one’s own goals, such as avoiding places associated with an in-
creased risk of harm [94]. These findings indicate that the processes that operate at a social level
may result in knowledge structures similar to those rooted in first-hand experiences, including cogni-
tive representations of threats and our environment. Moreover, episodic memories acquired from
first-hand experiences during safety may interact in a complementary way with memories acquired
through social interactions. For example, a plethora of first-hand event models that describe how typ-
ical daily-life situations unfold over time may be combined with the socially learned threat supporting
the prediction of its encounter (e.g., individual event models of playing in a park where dogs run
around and a socially observed attack of a dog on a street). Therefore, knowledge acquired through
social interactions with others during safety enables individuals to protect themselves efficiently and
flexibly from danger despite minimal prior first-hand aversive experience.

Concluding remarks
Our defensive system is remarkably flexible, which allows us to deal with danger even though our
personal aversive experience is minimal. To assess the risk of harm when it cannot be directly
Trends in Cognitive Sciences, Month 2023, Vol. xx, No. xx 9
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detection, respectively) translate to
defensive behaviors? Are these
behaviors tailored to the inferred
imminence of danger?
based on first-hand aversive experiences, individuals can use other memories acquired during
safety and in interaction with conspecifics. These complementary memories represent what
poses a threat and how objects in our environment relate to one another, which together allow
danger to be inferred. For example, relational representations not only enable the detection of
novel threats (i.e., when they are already present) but also enable prediction of foreseeable threats
(i.e., when they are still absent), thus promoting defensive behaviors that directly reduce the risk of
harm ahead of time. Such defensive behaviors conducted over an extended time horizon involve
an intricate interplay of amygdala, hippocampus, and prefrontal cortex [95].

The perspective that we evaluate risk based on danger that is largely inferred rather than learned
may have relevant implications for fear-related disorders. Individuals diagnosed with these disor-
ders exhibit avoidance behavior to inherently neutral situations [96] as if they were simulating fu-
ture threat encounters. In these disorders, avoidance is irrational, and is typically not related to a
veridical source of harm, and may emerge without first-hand exposure to danger (e.g., when
transmitted by close individuals) [97,98]. The present perspective suggests that some of the
fear-related symptoms originate not only from aberrant models of the world, as acknowledged
by current cognitive therapies of fear-related disorders [99], but also from biased inferences
about risk. Such inferences, in turn, may propel already maladaptive models of the environment
through offline simulations, leading to a vicious cycle [100].

In this context, one of the key questions for future research relates to whether the inference of risk
modifies pre-existing knowledge structures acquired during safety. To tackle this question, future
studies could benefit, for example, from virtual reality techniques that can create arbitrary real-life
environments – which have been successfully used to measure threat appraisals [101] or distor-
tions in spatial memory [102]. Virtual reality could lead to novel and enriched experimental designs
to measure putative changes in the relational structure of familiar environments, thereby extend-
ing recent evidence for how emotional events modify pre-existing knowledge structures acquired
during safety [103,104]. Another important question is how cognitive maps may mobilize defen-
sive behaviors whenever needed. Future studies will be necessary to experimentally manipulate
the availability and relevance of cognitive maps when studying defensive behavior and, more
broadly, to bridge disparate fields of research on cognition and defensive behaviors
(e.g., avoidance). Addressing these and related questions that arise from our perspective
(see Outstanding questions) may enhance our understanding of how individuals learn to predict
and detect threats in a variety of (novel) situations as well as the aberrancies thereof in fear-related
disorders.
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